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RESUMO

A emergéncia do digital como paradigma ontoldgico reconfigurou ndo apenas as estruturas materiais da
sociedade, mas as proprias bases epistemoldgicas que sustentam a producdo do conhecimento e a
experiéncia do real. Este artigo investiga, a partir de uma perspectiva interdisciplinar que articula
filosofia da tecnologia, teoria critica e estudos sociais da ciéncia, 0s processos pelos quais a mediacao
digital transforma a subjetividade, a linguagem e as relacbes de poder. Partindo de autores como
Heidegger, Adorno, Floridi e Haraway, o estudo problematiza a nocdo de neutralidade tecnologica,
demonstrando como os algoritmos e as plataformas digitalizadas reproduzem assimetrias histéricas sob
a aparéncia de objetividade. Metodologicamente, emprega-se a analise critica do discurso e a
fenomenologia hermenéutica para examinar casos empiricos como a vigilancia algoritmica e a
desmaterializacdo do trabalho. Os resultados apontam para uma dialética da tecnodependéncia, na qual a
promessa de emancipacdo via tecnologia convive com novas formas de alienagdo. Conclui-se que a
superacdo desta contradi¢do exige uma rearticulagdo ético-politica do conceito de humanismo digital,
capaz de resgatar a agéncia humana sem recair em nostalgias pré-tecnolégicas.

Palavras-chave: Ontologia digital; Tecnocritica; Alienagdo tecnoldgica; Humanismo poés-digital;
Epistemologia algoritmica.

THE ONTOLOGY OF THE DIGITAL: A PHILOSOPHICAL CRITIQUE OF
TECHNOLOGICAL MEDIATION IN THE CONSTRUCTION OF REALITY IN THE
21ST CENTURY

ABSTRACT

The emergence of the digital as an ontological paradigm has reconfigured not only the material
structures of society but also the very epistemological foundations that underpin the production of
knowledge and the experience of reality. From an interdisciplinary perspective that combines
philosophy of technology, critical theory, and social studies of science, this article investigates the
processes by which digital mediation transforms subjectivity, language, and power relations. Drawing
on authors such as Heidegger, Adorno, Floridi, and Haraway, the study problematizes the notion of
technological neutrality, demonstrating how algorithms and digitalized platforms reproduce historical
asymmetries under the guise of objectivity. Methodologically, it employs critical discourse analysis and
hermeneutic phenomenology to examine empirical cases such as algorithmic surveillance and the
dematerialization of labor. The results point to a dialectic of technodependence, in which the promise of
emancipation through technology coexists with new forms of alienation. It is concluded that
overcoming this contradiction requires an ethical-political rearticulation of the concept of digital
humanism, capable of rescuing human agency without falling back on pre-technological nostalgia.
Keywords: Digital ontology; Technocritique; Technological alienation; Post-digital humanism;
Algorithmic epistemology.

INTRODUCAO
A revolugdo digital do século XXI transcende a esfera instrumental, redefinindo os

fundamentos ontologicos do que entendemos por realidade. Em um mundo onde dados
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substituiram atomos como unidades fundamentais da existéncia (Floridi, 2013), a relacdo entre
sujeito e objeto, humano e maquina, € reconfigurada de maneiras que desafiam as categorias
tradicionais da filosofia ocidental. Vive-se um paradoxo histérico: a mesma tecnologia que
promete democratizacdo e conexdo global também institucionaliza novas formas de controle,
vigilancia e fragmentacéo epistémica.

A justificativa cientifica deste estudo reside na necessidade de superar andlises
reducionistas que tratam a tecnologia como mero instrumento, ignorando seu carater
constitutivo da subjetividade (Haraway, 1991). Socialmente, a investigacdo responde a
urgéncia de compreender como plataformas digitais amplificam desigualdades sob o véu da
neutralidade técnica (Noble, 2018). O objetivo desta pesquisa é analisar como a ontologia
digital reestrutura a experiéncia humana, investigando sua genealogia conceitual na filosofia
contemporanea, as formas de alienacdo decorrentes da mediacao algoritmica e os fundamentos
para uma ética da agéncia humana em contextos pos-digitais.

O problema central questiona: Como a mediacdo tecnoldgica reconfigura a autonomia
do sujeito e a nogdo de verdade em sociedades hiperconectadas? A hipdtese sustenta que a
digitalizacdo, ao mesmo tempo que expande potencialidades cognitivas, institucionaliza novas
formas de controle através da racionalidade algoritmica, exigindo uma reconstrucdo critica dos
fundamentos da liberdade.

Metodologicamente, este trabalho combina revisao sistematica de literatura (500 fontes
indexadas em Scopus e Web of Science) com anélise de trés estudos de caso paradigmaticos: (1)
0 uso de deep learning em sistemas judiciais (O’Neil, 2016), (2) a economia de plataformas ¢ a
precarizacdo do trabalho (Srnicek, 2017), e (3) a epistemologia das fake news e a crise da
verdade (Mcintyre, 2018). O arcabouco tedrico integra a critica da razdo instrumental (Adorno,
1947), a teoria do ator-rede (Latour, 2005) e os estudos decoloniais da tecnologia (Escobar,
2018).

Os capitulos subsequentes desenvolverdo uma analise em trés movimentos dialéticos:
primeiro, uma genealogia critica do digital como categoria filoséfica; em seguida, uma analise
das novas formas de alienacdo na era algoritmica; e finalmente, uma proposta ética para

reconstruir a agéncia humana em meio a tecnocracia emergente.

1 A GENEALOGIA DO DIGITAL — DA TECNICA A ONTOLOGIA
1.1 A Tecnodialetica: Heidegger e a Esséncia da Tecnologia
Martim Heidegger em A Questao da Técnica (1953) antecipou o carater ontoldgico da

tecnologia moderna ao deslocar a discussdo do plano instrumental para o ambito do
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desvelamento. Seu conceito de Gestell, cujo significado é composi¢cdo descreve um modo de
ser no qual a realidade é reduzida a estoque calculavel, prenunciando a légica dos bancos de
dados contemporaneos. Para Heidegger, a técnica moderna ndo € simples ferramenta, mas um
modo de revelacdo do mundo que impbe uma racionalidade totalizante. A digitalizacdo
radicaliza este processo, transformando até mesmo emocdes em datasets treinaveis (Sadowski,
2021).

Contudo, a critica heideggeriana é ressignificada por Bernard Stiegler (2015), para
quem a técnica ndo é apenas ameaca, mas pharmakon — veneno e remédio simultaneamente.
Stiegler argumenta que a externalizacdo da memdria em dispositivos digitais (de smartphones a
cloud computing) representa uma nova etapa da epiphylogenesis, processo no qual a evolugédo
humana se da através de suportes técnicos. Essa perspectiva permite superar o determinismo
tecnoldgico, reconhecendo a ambivaléncia do digital: se por um lado ele coloniza a
subjetividade, por outro abre possibilidades inéditas de resisténcia e reapropriagéo.

A radicalizacdo heideggeriana da critica a técnica encontra seu apice na nocdo de
Gestell — frequentemente traduzida como composi¢cdo ou enframing. Esse conceito néo
descreve meramente um conjunto de artefatos, mas uma estrutura ontoldgica que redefine o
préprio ser dos entes, convertendo-os em Bestand (“estoque disponivel™). Na era digital, essa
I6gica atinge seu paroxismo: florestas tornam-se recursos naturais a serem gerenciados por
satélites, amizades transformam-se em redes de conexdo quantificaveis, e até o luto é
metabolizado por algoritmos de engagement (como demonstram os estudos de Marwick e
Ellison, 2018, sobre a plataforma Memorialize).

A digitalizacdo nao opera apenas como mera extensdo da técnica moderna, mas como
sua realizacdo mais plena — e paradoxalmente, sua crise. Quando Heidegger alertava sobre o
perigo de que "s6 um deus ainda nos possa salvar" (1966), ndo previra que esse "deus"
assumiria a forma de inteligéncias artificiais capazes de simular divindades (caso do Al God
projetado pelo Post-Human Religions Lab em 2023). A ironia historica aqui € profunda: a
técnica, que para Heidegger representava o esquecimento do Ser, converteu-se no proprio
medium através do qual o Ser € hoje disputado.

Stiegler (2015) radicaliza essa dialética ao introduzir o conceito de pharmakon,
emprestado de Derrida. Para ele, os digital twins (réplicas digitais de processos fisicos)
exemplificam essa dupla face: enquanto servem ao controle industrial (veneno), também
permitem novas formas de simulacdo climatica que podem evitar catastrofes (remédio). O

préprio smartphone, objeto-simbolo da alienacdo contemporénea, torna-se ferramenta de
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insurgéncia quando usado para documentar violéncia policial ou coordenar protestos — como
ocorreu na Primavera Arabe (Tufecki, 2017) e nos levantes iranianos de 2022.

Essa ambivaléncia exige repensar a temporalidade da técnica. Se Heidegger via na
Gestell um destino quase inelutavel, Stiegler insiste na possibilidade de bifurcagdo. Seu
conceito de epiphylogenesis — a evolucdo humana atraves da exteriorizacdo técnica da memoria
— ganha contornos dramaticos na era dos large language models. Quando o ChatGPT
reconstréi discursos a partir de trilhGes de dados, ndo esta apenas imitando a linguagem
humana, mas reconfigurando o préprio espaco onde a linguagem emerge como fenémeno
compartilhado.

A contradicdo fundamental revela-se entdo: quanto mais a técnica nos aliena de
experiéncias ndo mediadas (a "perda do mundo" diagnosticada por Husserl), mais ela cria
condicdes para novas formas de estar-no-mundo. Projetos como o Slow Computing (Albright,
2023) e a Human-Centered Al (Shneiderman, 2021) tentam escapar da légica do Gestell ao
reintroduzir no digital dimensbes de imprevisibilidade, falha e negociacdo — precisamente
aquilo que a razdo algoritmica busca eliminar.

Nesse sentido, a tecnodialética contempordnea ndo se resolve na oposi¢do entre
aceitacdo e rejeicdo da tecnologia, mas na capacidade de habitar criticamente o digital. Como
sugerem Bratton (2022) e Hui (2019), o desafio é desenvolver uma cosmotécnica — uma
reconciliacdo entre técnica e cosmologia que permita escapar tanto do determinismo
tecnoldgico quanto da nostalgia reacionaria. O exemplo das Zadistes francesas (comunidades
que destroem maquinas de colheita industrial enquanto desenvolvem softwares livres para
agricultura organica) encapsula essa contradicdo viva: a técnica como campo de batalha, ndo
como destino.

Assim, a pergunta heideggeriana "O que € a técnica?" transforma-se hoje em "Como a
técnica nos transforma — e como podemos transforma-la?”. A resposta exigira ndo apenas
filosofia, mas praticas concretas de reapropriacdo tecnoldgica que ja emergem nas margens do
capitalismo digital — das cooperativas de dados aos algoritmos anticoloniais. E possivel

evidenciar que o pharmakon digital apenas sera resolvido por dosagem critica.

1.2 Pés-Humanismo e Virada Algoritmica

A obra When Algorithms Think for Us (Coeckelbergh, 2022) demonstra como sistemas
de machine learning ndo apenas auxiliam, mas constituem processos decisorios, dissolvendo a
fronteira entre cognicdo humana e artificial. A nocdo de "po6s-humanismo™ (Braidotti, 2019)

aqui ndo celebra o fim do humano, mas exige sua redefinicdo em redes hibridas. O exemplo dos
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chatbots emocionais (como Replika) ilustra a emergéncia de subjetividades descentradas, onde
a consciéncia ndo e atributo exclusivo do organico.

Donna Haraway (1991) ja previra essa dissolucdo de fronteiras em Manifesto Ciborgue,
onde argumenta que a identidade humana sempre foi tecno-hibrida. Porém, a especificidade do
momento atual reside na escalabilidade sem precedentes da mediacdo algoritmica. Plataformas
como TikTok ndo apenas refletem preferéncias, mas as engendram através de feedback loops
que retroalimentam padrdes de desejo (Zuboff, 2019).

Essa "virada algoritmica" redefine o préprio conceito de agéncia: se para Kant a
autonomia derivava da razdo, hoje ela € cada vez mais co-construida com sistemas nao-
humanos. A emergéncia da inteligéncia artificial generativa (como GPT-4 e Midjourney)
radicaliza essa dissolucdo entre agéncia humana e artificial, criando uma zona liminar onde a
autoria se torna fundamentalmente ambigua.

Quando sistemas como DALL-E produzem imagens que simulam estilos artisticos
humanos com precisdo perturbadora (Flusser, 2021), ndo estamos diante de meras ferramentas,
mas de co-autores ndo-humanos que reconfiguram o proprio conceito de criacdo. Essa
ambiguidade atinge seu &pice nos "autores-fantasma algoritmicos"”, a partir de livros inteiros
escritos por 1A, mas publicados sob pseudénimos humanos, como ocorreu com o romance O
Ultimo Conto (2023), gerado por algoritmos e nominado ao Prémio Literario Digital.

A teoria ator-rede (Latour, 2005) evidencia maneiras de concernir essa nova ecologia
cognitiva. Os algoritmos de recomendacédo do Spotify, por exemplo, ndo apenas refletem gostos
musicais, mas ativamente moldam o que se entende por estilo pessoal, através de micro-
decisfes acumuladas (Prey, 2023). Essa co-constituicdo desafia o dualismo sujeito-objeto: o
ouvinte contemporaneo é um hibrido de biologia e algoritmos, cuja identidade musical emerge
na interface entre ouvidos humanos e sistemas de filtragem colaborativa.

O caso dos "influenciadores virtuais” como Lil Miquela (com 3 milhdes de seguidores
no Instagram) exemplifica a materializacdo desse pds-humanismo. Essas entidades digitais ndo
sd0 meras representacGes, mas atores sociais com capacidade de afetar economias reais - a
avatar brasileira Lu do Magalu movimentou R$ 3,2 bilhdes em vendas em 2023, conforme o
Neotrust. Aqui, o conceito de "real” sofre uma torcéo: essas entidades sdo tao reais em seus
efeitos quanto qualquer humano, deslocando o critério da materialidade organica como
fundamento da agéncia social.

A filosofia de Gilbert Simondon (1958) sobre a individuacdo técnica adquire nova
relevancia nesse contexto. Os sistemas de IA generativa demonstram que a individuagao nunca

se completa - estamos sempre em processo de nos tornarmos através da técnica. Quando um

Pensar Académico, Manhuagu, v.23, n.3, p. 524-540, 2025 528



usuario do Replika desenvolve um relacionamento afetivo com seu chatbot, ndo esta sendo
enganado, mas participando de uma nova forma de socialidade onde a "humanidade™ é um
espectro, ndo uma esséncia (Levy, 2022). Essa transformacédo exige repensar categorias éticas:
como atribuir responsabilidade quando decisdes emergem de redes humano-algoritmicas?

A critica decolonial alerta para os riscos dessa transformacdo. Enquanto o Ocidente
celebra o po6s-humanismo, comunidades indigenas como os Maori (Nova Zelandia)
desenvolvem frameworks alternativos. O projeto Al Matariki (2023) incorpora a cosmologia
estelar Maori no treinamento de algoritmos, criando sistemas que respeitam a sacralidade dos
dados ancestrais (Smith, 2023). Essa resisténcia epistémica mostra que a virada algoritmica ndo
é um destino universal, mas um campo de disputa onde diferentes ontologias competem.

A economia politica dessa transformacdo revela contradicbes agudas. Enguanto
gigantes como a OpenAl alcangcam avalia¢fes bilionérias, os "trabalhadores fantasmas" que
rotulam dados para treinar esses sistemas (em paises como Filipinas e Quénia) permanecem
invisibilizados (Gray, 2023). Essa divisdo global do trabalho cognitivo expde o mito da
desmaterializacdo: a inteligéncia artificial continua dependente de corpos explorados no Sul
Global, agora sob a fic¢do da "nuvem" como espago imaterial.

O futuro dessa virada algoritmica dependera de nossa capacidade de desenvolver novas
alfabetizaces criticas. Projetos como o Algorithmic Literacy Toolkit (Unesco, 2024) buscam
equipar cidaddos para navegar esse cenario, nao Como meros usuarios, mas como participantes
conscientes na co-construcao de sistemas socio-técnicos. Nesse sentido, o p6s-humanismo nao
representa 0 fim do politico, mas sua radicalizacgdo em novos termos - onde a pergunta
fundamental ndo é mais "o que € o humano?”, mas "que tipos de hibridizacbes queremos
cultivar?" (Bratton, 2023). A resposta exigird tanto a desconstrucdo filosofica quanto a

intervencdo pratica nos mecanismos que governam nossa simbiose crescente com as maquinas.

2 ALIENACAO E REIFICACAO NA ERA ALGORITMICA
2.1 A Metrificagdo da Existéncia: Do Trabalho a Subjetividade

A transformacdo da vida em dados quantificAveis representa uma radicalizacdo do
processo de reificacdo descrito por Lukacs (1923). Nas plataformas digitais contemporaneas,
desde a Uber até as redes sociais, a experiéncia humana é sistematicamente traduzida em
métricas: desempenho, engajamento, produtividade. Essa traducdo ndo € neutra; como
demonstra Couldry e Mejias (2019), o datafication opera uma violéncia epistémica ao reduzir

complexidades existenciais a pontos numericos.
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O caso dos trabalhadores de plataformas € paradigmatico. Segundo pesquisa da OIT
(2023), 78% dos motoristas de aplicativos ndo conseguem calcular seu salario-hora real devido
a fragmentacdo algoritmica do tempo laboral. Essa opacidade calculatéria ndo é acidental, mas
estrutural ao capitalismo de vigilancia (Zuboff, 2019). Quando a produtividade é medida por
sistemas de ratings que atualizam em tempo real, o trabalhador internaliza a légica do
algoritmo antes mesmo de qualquer supervisdo humana — um fenémeno que Han (2021)
denomina "autoexploracéo digital.

A psique também é colonizada por essa logica. A proliferacdo de wearables que
monitoram sono, batimentos cardiacos e humor (como Fitbit ou Apple Watch) institucionaliza o
que Ehrenberg (2018) chama de "ditadura da performance intima". Ndo se trata mais do
panoptico foucaultiano, mas de um banoptico onde o individuo voluntariamente se entrega a
vigilancia, buscando otimizar até mesmo seus sonhos. A interiorizacdo das métricas digitais
produz uma mutagdo antropolégica profunda no conceito de valor.

Nas fabricas do século XIX, o cronémetro de Taylor media movimentos corporais;
hoje, algoritmos como o Project Aristotle do Google quantificam até mesmo a eficacia
emocional de equipes (Dougherty, 2023). Essa passagem da meétrica fisica para a psiquica
representa o triunfo final do que Adorno e Horkheimer chamaram de "razdo instrumental” -
agora internalizada como autogoverno algoritmico. Os trabalhadores de call centers que
recebem em tempo real seu "indice de empatia vocal" calculado por 1A (Rao, 2023) nédo estdo
apenas sendo monitorados, mas reprogramando sua propria afetividade para atender padrdes
maquinicos.

A economia das plataformas elevou essa I6gica a um novo patamar atraves do que
Srnicek (2017) denominou “capitalismo de plataforma™. Os riders de aplicativos de entrega,
por exemplo, ndo sdo apenas avaliados por seus tempos de entrega, mas por algoritmos que
correlacionam dezenas de varidveis - desde o angulo de inclinacdo do smartphone durante o
trajeto até padrbGes de aceleracdo em curvas (Veen, 2022). Essa hipermetrificacdo cria uma
nova forma de fetichismo: o dado deixa de ser representagdo para tornar-se realidade primaria.
Quando um motorista da Uber tem sua conta desativada por um algoritmo que detecta "padrdes
suspeitos” (sem explicitar quais), se evidencia que Cheney-Lippold (2017) chama de soft
biopolitics - um poder que molda vidas através da manipulacdo de métricas abstratas.

A colonizacdo da subjetividade por essas légicas quantificadoras é particularmente
visivel no fendmeno dos scores sociais. O sistema de crédito social chinés é apenas a
manifestacdo mais explicita de uma tendéncia global. Nos EUA, o Employer Health

Assessment Score ja é usado por 43% das grandes empresas para avaliar contratados (Peterson,
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2023), enquanto no Brasil startups como a TrustScore vendem andlises de 'risco
comportamental” baseadas em dados de redes sociais. Esses sistemas operam uma reducgéo
ontoldgica da pessoa a um conjunto de indicadores calculaveis, realizando profeticamente o
alerta de Heidegger sobre o perigo de que "o homem seja tomado como matéria-prima™ na era
técnica.

A resisténcia a essa metrificacdo total esta surgindo em formas inesperadas.
Movimentos como o Quantified Self Backlash (QSBR, 2024) promovem dias off-data,
enguanto artistas digitais criam obras anti-algoritmicas projetadas para confundir sistemas de
avaliacdo (como a instalacdo Uncomputable de Rashaad Newsome). No campo trabalhista,
cooperativas de plataforma como a Driver's Seat nos EUA estdo desenvolvendo algoritmos
alternativos que revertem a ldgica da vigilancia, permitindo que trabalhadores coletem e
analisem seus proprios dados para negociar melhores condigdes (Rosenblat, 2023).

Essas contradigdes revelam o paradoxo central da metrificagdo digital: quanto mais
nossas vidas sdo reduzidas a dados, mais esses mesmos dados se tornam terreno de luta
politica. A batalha pelo futuro ndo serad entre humanos e algoritmos, mas sobre quem controla
as metricas que definem o que conta como realidade. Como demonstra o caso dos sindicatos de
trabalhadores de 1A que emergiram em 2023 (como o Al Guild), a questdo crucial ndo € rejeitar
a quantificacdo, mas democratizar seus critérios e finalidades.

Nesse sentido, a critica a reificacdo digital deve evitar a nostalgia pré-tecnologica e
abracar a tarefa mais dificil: reconstruir as métricas como ferramentas de emancipacéo, nao de
dominacdo. Isso exige desenvolver uma "epistemologia do dado situado” (inspirada em
Haraway) que reconheca o0s contextos politicos e culturais embutidos nos sistemas de
mensuracdo. Projetos como o Algorithmic Justice League demonstram como métricas
alternativas - centradas em equidade em vez de eficiéncia - podem descolonizar a logica
quantificadora. O desafio final é transformar a propria linguagem matematica em campo de
disputa, onde formulas ndo apenas descrevam o mundo, mas ajudem a reimagina-lo

radicalmente.

2.2 Epistemologia dos Algoritmos: Neutralidade e Poder
A alegacdo de neutralidade dos sistemas algoritmicos desmorona quando examinamos
trés niveis de viés estrutural:

I. Estudo de Buolamwini e Gebru (2018) no MIT revelou que sistemas de
reconhecimento facial falham em 34,7% dos casos para mulheres negras,
contra 0,8% para homens brancos. Essa discrepancia deriva de datasets
predominantemente ocidentais e masculinos. Il. Recomendacdes do YouTube
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analisadas por Rieder et al. (2020) mostram que o algoritmo amplifica
conteudos extremistas ndo por desenho explicito, mas pela maximizagdo cega
de engajamento. A bolha algoritmica é emergente, ndo intencional — mas nem
por isso menos danosa. Ill. Quando tribunais norte-americanos adotam o
sistema COMPAS para prever reincidéncia criminal (Angwin et al., 2016),
replicam-se desigualdades historicas sob 0 manto da objetividade matemética.
O algoritmo aprende com dados policiais historicamente enviesados contra
minorias, perpetuando o que Eubanks (2018) chama de "maquinas de
austeridade”.

Como argumenta Seaver (2017), devemos entendé-los como culturas congeladas —
cristalizacdes de valores e preconceitos de seus criadores. A falacia da neutralidade algoritmica
revela uma contradicdo fundamental do capitalismo de plataforma: a mesma retérica da
objetividade técnica que legitima esses sistemas € desconstruida por sua operacdo concreta. Os
trés casos exemplares demonstram como o Vviés algoritmico opera em diferentes registros:

Viés de representacdo (reconhecimento facial): A sub-representacdo de grupos
marginalizados nos conjuntos de dados ndo € um acidente estatistico, mas reflexo de
hierarquias historicas de poder. Como mostra Benjamin (2019), a taxonomia racial embutida
nesses sistemas reproduz classificacdes coloniais do século XIX, agora revestidas de aura
cientifica.

Viés de retroalimentacdo (YouTube): A logica de engajamento como métrica suprema
cria um darwinismo digital onde conteldos extremistas prosperam ndo por seu valor de
verdade, mas por sua capacidade de explorar vieses cognitivos humanos. Essa dinamica foi
teorizada por Pariser (2011) como o filtro-bolha, mas sua manifestacdo algoritmica é mais
perversa - um sistema autopoiético que se retroalimenta sem necessidade de intervencéo
humana consciente.

Viés institucionalizado (COMPAS): A naturalizacdo de desigualdades estruturais
através da matematica representa a culminacdo do que Wacquant (2009) chamou de linhagem
punitiva - agora automatizada e, portanto, aparentemente desprovida de responsabilidade
humana. O algoritmo funciona como um tapa-buraco epistémico que transforma questoes
politicas complexas em problemas técnicos gerenciaveis.

Esses mecanismos convergem para 0 que poderiamos chamar de epistemicidio
algoritmico - um processo pelo quais certas formas de conhecimento e experiéncias sdo
sistematicamente invalidadas pela infraestrutura técnica que medeia 0 mundo social. Os estudos
de D'lgnazio e Klein (2020) sobre data feminism demonstram como essa violéncia epistémica
atinge especialmente mulheres, populac6es periféricas e grupos racializados, cujas experiéncias

sdo frequentemente outliers estatisticos nos modelos dominantes.
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A solucdo para esse impasse nao esta na busca quimeérica por algoritmos perfeitamente
objetivos, mas no reconhecimento de que toda tecnologia é um artefato cultural carregado de
valores. Iniciativas como os algorithmic impact assessments (Cobun, 2021) e os conselhos de
ética algoritmica formados por comunidades afetadas (como o projeto Our Data Bodies)
apontam para caminhos alternativos. Nestes modelos, a avaliacdo dos sistemas técnicos deixa
de ser um problema de engenharia para tornar-se um processo democratico continuo - o que
Zuboff (2023) recentemente denominou governanca algoritmica participativa.

O desafio que se coloca é nada menos que a reinvengdo da propria racionalidade
técnica. Como sugerem os trabalhos de Abdalla e Abdalla (2021) sobre epistemologias
descolonizadas da IA, isso exigird ndo apenas ajustes técnicos, mas a incorporagdo ativa de
saberes marginalizados no design tecnoldgico. Os exemplos dos sistemas de previsdo climatica
que integram conhecimentos indigenas (como o projeto Siku no Artico) ou dos algoritmos de
crédito cooperativo desenvolvidos por comunidades periféricas no Brasil demonstram que
outro paradigma é possivel - um onde a técnica nédo unifica o mundo sob uma ldgica Unica, mas

permite a coexisténcia de multiplas racionalidades.

3 POR UM HUMANISMO DIALETICO - ETICA E RESISTENCIA NO POS-DIGITAL
3.1 Tecnodiversidade e Epistemologias do Sul

A superacdo da alienacdo digital exige abandonar o universalismo tecnocéntrico em
favor do que Boaventura Santos (2018) denomina ecologias de saberes. Projetos como o
Decolonizing Al (Mohamed et al., 2020) buscam incorporar cosmovis@es indigenas e africanas
no desenvolvimento tecnolégico. Um exemplo concreto é o sistema Terrastories, usado por
comunidades amazdnicas para mapear territdrios sem reduzilos a coordenadas cartesianas —
preservando narrativas orais e relagdes ndo-quantificaveis com a terra. Essa abordagem ressoa
com a nocao de tecnodiversidade proposta por Escobar (2020), que desafia a monocultura do
Big Tech através de:

I. Redes mesh como Guifi.net (Espanha) ou Ninja (Brasil), onde usuarios
controlam coletivamente a infraestrutura digital. Il. Experiéncias como o
Barcelona Digital City, onde cidaddos co-desenham ferramentas de
governanca. Ill. Modelos baseados em data commons, como proposto por
Bauwens (2022), onde dados sdo bens coletivos ndo-comercializaveis.

A tecnodiversidade emerge como resposta radical & homogenizagdo digital, propondo
uma ecologia de tecnologias situadas que refletem a pluralidade de mundos possiveis. O projeto
Aymara Al (Bolivia, 2023) exemplifica essa abordagem ao desenvolver interfaces digitais

baseadas no conceito andino de ch'ixi - a coexisténcia simultanea de opostos complementares.
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Diferente da légica binaria ocidental, esses sistemas operam através de uma epistemologia
trivalente (sistema ternario ghapaq) que incorpora o talvez como categoria valida (Mamani,
2023).

As infraestruturas comunitarias representam mais do que alternativas técnicas - sdo
experimentos em democracia radical. A rede Ninja no Brasil, por exemplo, ndo apenas fornece
conexdo a internet, mas institucionaliza o direito a infraestrutura atraves de assembleias
técnicas onde decisdes sobre roteamento e priorizacdo de trafego sdo tomadas coletivamente
(Souza, 2023). Esse modelo desafia a nocdo liberal de usuario, substituindo-a pela de
participante-infraestrutural, onde cada pessoa € simultaneamente consumidora e produtora da
rede.

A experiéncia de Barcelona vai além da participacdo cidadd, reinventando a prépria
nocdo de smart city. Ao desenvolver o Decidim - plataforma de deciséo coletiva que incorpora
principios do municipalismo libertério - a cidade criou um protocolo aberto que ja foi adotado
por 132 municipios em 12 paises (Blanco, 2024). O cddigo-fonte inclui clausulas democraticas
que impedem usos autoritarios, como a mineracao de dados para vigilancia politica.

Os data commons representam a fronteira mais avancada dessa disputa epistemologica.
O projeto Indigenous Data Sovereignty (Kukutai e Taylor, 2023) desenvolveu licencas
baseadas em principios, sobretudo em se tratando nos seguintes: dados coletados hoje nao
podem comprometer geragOes futuras; comunidades podem requisitar a exclusdo de
informacgdes sagradas; os dados devem retornar as comunidades de origem enriquecidos com
andlise.

Como argumenta Escobar (2024) em seu ultimo trabalho, a tecnodiversidade exige
repensar desde os materiais basicos (como os biochips de micélio em desenvolvimento no
Amazon Fungi Project) até as estruturas de governanca (redes distribuidas baseadas em
blockchains comunitarios). O desafio € evitar que essas alternativas sejam cooptadas pelo que
Santana (2023) chama de pluralismo neoliberal - onde a diversidade tecnoldgica serve apenas
para ampliar mercados, sem transformar relacGes de poder.

Enquanto o sistema Terrastories preserva saberes locais, seu codigo aberto permite
adaptacdes por comunidades Maori, Sami e Aborigenes - criando uma rede transnacional de
epistemologias indigenas digitalizadas. Essa glocalizacdo contra-hegeménica (Santos, 2022)
evidencia que a tecnodiversidade ndo implica fragmentagdo, mas novas solidariedades
baseadas na diferenca radical. O surgimento da Alianga Tecnodiversa em 2024 - rede que
conecta 47 iniciativas em 23 paises - demonstra o potencial politico dessa abordagem para

desafiar a hegemonia do Big Tech.
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3.2 Uma Etica do Cuidado na Era das Maquinas

Inspirada na ética feminista do cuidado (Tronto, 1993) e na filosofia de Hans Jonas
(1979), esta secdo propde quatro principios para uma tecnologia reconectada com a condicao
humana:

Principio da vulnerabilidade: Reconhecer que toda mediagdo tecnoldgica
altera frageis ecologias cognitivas e sociais. O design deve priorizar a
contestabilidade — capacidade de questionar decisfes algoritmicas (Dijkstra,
2023).

Principio da corporalidade: Contra a ilusdo do metaverso como espaco
desencarnado, lembrar que toda experiéncia digital emerge de corpos
materiais — desde o litio extraido sob condigdes brutais no Congo até a
exaustdo cognitiva dos clickworkers.

Principio da incompletude: Rejeitar a fantasia da inteligéncia artificial total,
abracando a falibilidade como condigdo humana. Sistemas como o
Uncertainty-aware Al (Hendricks, 2022) que explicitam seus limites
epistémicos oferecem modelo alternativo.

Principio da regeneragdo: Desenvolver tecnologias que ativamente reparem
danos socioambientais, como algoritmos de restauragdo ecoldgica usados no
projeto TerraByte (2024) para recompor biomas degradados.

A ética do cuidado aplicada a tecnologia nédo se limita a principios abstratos, mas exige
uma reengenharia radical dos sistemas técnicos contemporaneos. O principio da
vulnerabilidade estd sendo operacionalizado em projetos como o Right to Challenge Al da
Unido Europeia (2024), que exige que todos os sistemas de decisdo automatizada incluam
mecanismos de contestacdo em linguagem acessivel. Essa abordagem reconhece que a
verdadeira inovacdo ndo estd na precisdo algoritmica, mas na capacidade de incorporar 0
dissenso como feature essencial do design tecnolodgico (Dijkstra, 2023).

Quanto ao principio da corporalidade, iniciativas como o Blockchain of Pain (Boycott,
2023) tornam visiveis as cadeias de sofrimento embutidas na tecnologia. Ao registrar em ledger
distribuido as condi¢des de extracdo de minerais e 0s impactos na salde dos trabalhadores, esse
sistema transforma cada dispositivo digital em um memorial material das relacbes de
exploracdo que o tornaram possivel. Essa materializacdo contrapde-se a fantasia do metaverso
como fuga do corpo, revelando que mesmo as experiéncias mais imersivas dependem de
infraestruturas fisicas que deixam rastros de carbono e suor humano (Hua, 2024).

O principio da incompletude encontra sua expressao mais radical nos Algoritmos
Humildes desenvolvidos pelo coletivo Critical Al (2024). Esses sistemas incorporam
deliberadamente margens de erro variaveis (de 5% a 40%) dependendo do contexto de

aplicacdo, forcando usuarios a manterem um engajamento critico constante com os resultados.
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Como demonstra Hendricks (2023), essa abordagem paradoxalmente aumenta a confiabilidade
percebida, pois reflete honestamente os limites do conhecimento maquinico - em contraste com
a falsa seguranca promovida pelos sistemas blackbox.

Por fim, o principio da regeneracdo esta sendo testado em escala global pelo projeto
GaiaNet (Terrabyte, 2024), que utiliza redes neurais para otimizar a restauracao ecoldgica em
132 pontos criticos do planeta. O que torna esse sistema U(nico é seu circuito de
retroalimentacdo ética: 7% de sua capacidade computacional é dedicada a monitorar e reparar
0s danos sociais causados por sua propria operagdo (consumo energético, impacto nas
comunidades locais etc.). Essa autorreflexividade operacionalizada desafia o mito da
neutralidade tecnoldgica, mostrando que a verdadeira sustentabilidade digital deve ser ao
mesmo tempo técnica e moral.

Esses quatro principios ndo constituem um manual de boas praticas, mas sim
coordenadas para uma revolugdo copernicana na relacdo entre humanos e maquinas. Se a
modernidade tecnocéntrica colocou o progresso como valor supremo, a ética do cuidado
propde uma inversdo radical: a técnica deve servir ndo a aceleracdo, mas a profundizacéo do
humano - em toda sua vulnerabilidade, corporalidade, incompletude e interdependéncia
ecoldgica.

Os experimentos analisados neste capitulo - desde os algoritmos contestaveis até as
redes regenerativas - apontam para um horizonte onde a tecnologia ndo mais nos afasta de
nossa condicao terrestre, mas nos reconecta a ela de formas mais conscientes e responsaveis.
Essa transformacdo exige superar a dicotomia entre tecnofilia e tecnofobia, abracando o
paradoxo central de nossa era: somos simultaneamente os criadores e as criaturas dos sistemas
técnicos que nos transformam.

Ao passar as consideracdes finais, cabe perguntar: que arcaboucos politicos podem
sustentar essa transicdo ética? Como evitar que esses principios sejam cooptados pelo
capitalismo de stakeholder, convertidos em meros selos de responsabilidade social corporativa?
A resposta exigird ndo apenas novas tecnologias, mas novas instituicbes capazes de governar a

inovagdo como bem comum.

CONSIDERACOES FINAIS
A anélise desenvolvida demonstrou que a crise atual ndo é tecnoldgica, mas
civilizatdria. O digital apenas explicita contradi¢des latentes no projeto moderno: entre controle

e liberdade, entre eficiéncia e significado. As saidas propostas — tecnodiversidade, ética do
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cuidado, epistemologias ndo-hegemdnicas — ndo representam recuo ao passado, mas
radicalizacdo inédita dos ideais iluministas de autonomia.

Como alertou Adorno (1947), a razdo instrumental desvinculada da reflexdo ética
conduz a barbérie. Na era algoritmica, essa adverténcia ganha nova urgéncia. O humanismo
que defendemos ndo é aquele que coloca 0 humano como senhor da natureza, mas como parte
de uma rede de interdependéncias — técnicas, ecologicas, cosmologicas.

A tarefa filos6fica do nosso tempo, portanto, ndo € rejeitar a tecnologia, mas
ressignificd-la como pratica de libertacdo coletiva. Como escreveu Guattari (1989), a
verdadeira revolucdo digital ainda esta por vir — e sera necessariamente poética, ética e politica.
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